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Abstract

We show, in this paper, that measuring the forecast error (i.e. the accuracy) of a
target price is not sufficient to assess its quality, because the stock price predictabil-
ity (which depends on the stock return volatility and on the forecast horizon) is likely
to vary across stocks and over time. We argue that the evidence of time persistent
differences in accuracy, obtained in previous studies, cannot be interpreted as a proof
of analysts possessing differential abilities to forecast stock prices. We show that,
when replacing the empirical target prices by naive forecasts, persistent differences
in forecast errors remain. Our analysis indicates that the persistence of differential
forecast errors is driven by persistence in stock return volatility. We introduce a
measure of target price forecast quality that considers both the forecast error and
the difficulty of issuing a correct forecast. We provide a methodology to estimate the
difficulty of forecasting stock prices. Our empirical analysis reveals that, when fore-
casting difficulty is taken into account, financial analysts do not exhibit differential

abilities to forecast future stock prices.
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1 Introduction

Professional investors, [...], fail a basic test of skill: persistent achievement.
Daniel Kahneman (2011)

We show, in this article, that measuring the forecast error (i.e. the accuracy) of a target
price is not sufficient to assess whether it is a good or a bad forecast, because the difficulty
to issue an accurate forecast is likely to vary across stocks and over time. The importance
of predictability (i.e. the difficulty to issue an accurate forecast) is a well-known concern in
the literature on earnings forecasts (Huberts and Fuller, 1995; DeBondt and Forbes, 1999;
Beckers et al., 2004). For instance, Jacob et al. (1999) note that “forecasting difficulty is
[...] like to differ cross-sectionally”. Similarly, Hong et al. (2000) state that “some firms are
more difficult than others to predict accurately”. The existing literature on target prices
ignores this issue and considers that a target price is better than another if the forecast
error is smaller. We provide evidence that omitting the issue of stock price predictability
(which is a function of the stock return volatility and of the forecast horizon) prevents
from correctly evaluating the ability of financial analysts to forecast future stock prices.
Furthermore, we show that the controls often used in multivariate analysis cannot be used
to neutralize differences in predictability as the relationship between volatility and target

price accuracy is nonlinear.

We propose, in this paper, a new measure to evaluate the forecast quality of target
prices and a comprehensive framework to evaluate the ability of financial analysts to
forecast future stock prices. The main contributions of our approach are the following:
(1) our new measure takes into account both the forecast error (the accuracy) and the
difficulty of issuing the target price (the predictability); and, (2) our measure can be used
in a dynamic setting (as opposed to the ez-post design of traditional measures). When
taking into account differences in forecast difficulty across target prices, we show that
analysts do not exhibit differential abilities to forecast future stock prices. Our results

contrast with previous studies (Bradshaw et al., forthcoming; Bilinski et al., 2013).

Analysts play a key role in financial markets. Ivkovic and Jegadeesh (2004) identify
two sources of value that analysts bring to the market. First, they extract useful infor-
mation for investors from public information. Second, through a careful examination of
accounting documents and contacts with firm managers, they acquire information pre-

viously unknown to other market participants. As such, their reports and forecasts are



of great importance since they render private information public. Analysts’ reports are
typically composed of three main figures: earnings forecasts, purchase recommendations
and target prices. Though the latter seems to be of greatest interest to investors (as it
gives a precise indication as to whether a stock is under- or overvalued), it has also re-
ceived the least attention from academics. However, a few articles point out the important
role of target prices both for individual investors and practitioners. For instance, Brav
and Lehavy (2003) and Asquith et al. (2005) report significant market reaction to target
price revisions, even after controlling for recommendations and earnings forecast revisions.
Lawrence et al. (2012) analyze the web traffic of a leading website of analyst report infor-
mation and find that target prices are the type of analyst information most requested by

mvestors.

In the first part of the paper, we provide evidence that the forecast error by itself is
unsuitable to evaluate the ability of financial analysts to forecast future stock prices. We
show that forecast errors strongly depend on stock return volatility. We demonstrate that
this relationship between forecast errors and volatility is mechanical, and not the result of
analysts being particularly good at issuing accurate target prices for low volatility stocks.
We establish that the relationship between forecast errors and volatility is nonlinear. This
nonlinearity prevents from using simple controls such as including the volatility in mul-
tivariate regressions. Finally, we provide evidence that ignoring the dependence between
accuracy and predictability has important consequences when determining whether finan-
cial analysts exhibit differential skills to forecast future stock prices. Previous studies
(Bradshaw et al., forthcoming; Bilinski et al., 2013) report that analysts’ forecast errors
exhibit persistent differences. The authors interpret these findings as a proof of analysts
possessing differential skills to issue target prices.! We provide a simple proof that these
persistent differences in accuracy cannot be interpreted as analysts exhibiting differential
skills. Our approach is the following one. We replicate the analysis by replacing the
actual target prices by naive forecasts. Because naive target prices are determined by a
mechanical rule, our (naive) analysts cannot exhibit differential skills. Hence, if we observe
persistent differences in forecast errors, it means that these differences cannot be inter-
preted as evidence of differential skills. Our results indicate that our (naive) analysts do
exhibit persistent differences in accuracy. Thus, differences in forecast errors arise mainly

from differences in the firms covered by analysts. Financial analysts who cover a pool of

"However, Bradshaw et al. (forthcoming) stress out that, although statistically significant, their results
are economically weak and unlikely to motivate investors to utilize target prices of individual analysts
based on past performance.



stocks with low volatility tend to exhibit higher accuracy (lower forecast errors).

In the second part of the paper, we introduce a new measure to evaluate the forecast
quality of target prices. Our measure of forecast quality takes into account both the target
price accuracy and the forecast difficulty. We define the accuracy as the absolute forecast
error | Sy — TP, r|, where TP,  is the target price issued at time ¢ with horizon 7' — ¢ and
St is the stock price at the end of the horizon.? A simple way to measure the difficulty of
issuing an accurate target price is to estimate the expected value of the absolute forecast
error Ey [|St — T'P.r|]. The expected value of the absolute forecast error is an increasing
function of the stock return volatility and the length of the forecast horizon. We then
define the target price forecast quality as the abnormal absolute forecast error, denoted
Ei[|St — TP, r|| — |Sr — TP, | where E;[|Sr — TP, r|] measures the difficulty of issuing
an accurate forecast (the expected forecast error) and | Sy — T'P, 7| measures the forecast

accuracy (the realized ez-post forecast error).

An important issue here is to find a way to estimate the expected value of the absolute
forecast error E [|St — T'P,r|]. First, we note that the absolute forecast error |Sr — TP, r|
corresponds exactly to the final payoff of a a portfolio containing a call option and a put
option on the same underlying stock; the two options are characterized by the same strike
price T'P, p and the same maturity 7'—¢. This type of options portfolio is called a straddle
in the option literature. Second, we note that the price of the straddle at time ¢ is equal to
the discounted expected value of the final payoff. It follows that the difficulty of issuing an
accurate target price can be estimated by the price of a straddle. When issuing a target
price, an analyst acts as if she shorts a straddle. Selling a straddle implies that she receives
up front the discounted expected value of the absolute forecast error E; [|St — T'P, r|]. She
will then pay, at the end of the horizon, the realized absolute forecast error |Sr — TP, r|
(which corresponds to the target price accuracy). The gain or the loss that results from

this operation is exactly equal to our measure of target price forecast quality.

The contributions of our approach are the following. First, we provide a coherent
way to incorporate both the target price accuracy and the difficulty of issuing accurate
target prices. Second, we provide a way to estimate the target price forecast quality at
any point in time: the target price forecast quality at time ¢ + 7, 7 € [0; T — ¢] is simply
equal to E;[|Sr — @;r|] — Evir [|ST — $irl], that is, the price of the straddle at time ¢

|ST—TP; 7|
St :

2The absolute forecast error is usually defined as However, to simplify notations, we

normalize so that S; = 1.



(capitalized until time ¢+ 7) minus the price of the straddle at time ¢+ 7. This last feature
is particularly important as it provides a simple and consistent solution to the issue of

measuring, when a revision occurs, the forecast quality of the initial target price.

In the last part of the paper, we address the question of whether financial analysts
exhibit persistent differential abilities. The design of our new measure ensures that dif-
ferences in stock price predictability do not interfere with our analysis. Kahneman (2011)
exposes two basic conditions for the possible existence of expertise skills: (1) an environ-
ment that is sufficiently regular to be predictable; and (2) an opportunity to learn the
regularities through prolonged practice. Although the second condition is met, the first
condition is not likely to be fulfilled. Indeed, one can hardly define the stock market as
a regular environment. Even without assuming any kind of market efficiency, predicting
stock prices at a 12-month or longer horizon is an extremely difficult task. We therefore do
not expect financial analysts to demonstrate differential skills in forecasting future stock
prices. Our analysis indicates that the differences in target price forecast quality are not
persistent. Thus, financial analysts do not have differential skills to forecast future stock
prices. Our findings are robust to a number of changes such as restricting the sample
to experienced financial analysts, or restricting the validity of target prices to a shorter

period of time.

2 Data and descriptive statistics

Our primary dataset consists of a total of 686,863 target prices issued by 10,137 analysts
(620 brokers) on 7,646 U.S. stocks for the 2000-2010 period. The provider of the target
prices is I/B/E/S. For each forecast, we have the code of the analyst (and the broker code)
who issues the forecast, the issue date, the horizon in months (usually 6 or 12 months), and
the target price. We remove from the database the forecasts for which the stock price is not
available on the issue date (20,766 forecasts), or is less than one dollar (2,044 forecasts).
We also delete from the database the forecasts for which the ratio of the target price over
the stock price is in the bottom one percent of the distribution (7,468 forecasts) and the
forecasts for which this ratio is higher than four (2,313 forecasts). Finally, we discard the
observations for which the price history is too short to compute an acceptable estimation
of the historical volatility® (4,801 forecasts). After deleting these 37,392 observations, 770

3We delete the observations for which there are less than 2 months of price history prior to the forecast.



analysts are removed from the database as they are left with no forecasts. Our final sample
consists of 649,471 target prices issued by 9,367 analysts (583 brokers) on 7,268 stocks.

Our secondary dataset consists of the prices, market capitalizations and volumes of
trading for the 7,268 stocks considered. This second dataset comes from CRSP. Target

prices and stock prices are adjusted for splits and corporate actions.

Table 1 reports for each year the number of forecasts, number of active analysts, the
average, median and maximum number of active analysts per stock, and the average,
median and maximum number of stocks covered per analyst. We observe that the number
of forecasts per year more than doubles over the sample period while the number of
active analysts remains roughly constant. It appears that the inclusion of a target price in
analysts’ reports is an increasingly popular practice. An analyst typically covers 4 different
stocks at the beginning of the sample period; this number increases to 7 in the last years.
Conversely, the number of analysts covering a given stock increases over the sample period
from 4 to 6.

On average, the analysts in our sample revise their forecasts approximately every 6
months (137 trading days). The target prices in our sample are on average 23% higher
than the current stock price.* This statistic is similar to what can be observed for other
periods and/or countries. For instance, Brav and Lehavy (2003) find that target prices
on U.S. stocks for the 1997-1999 period are on average 28% higher than the current price
while Kerl (2011) reports an implicit return of 18.07% for German stocks for the 2002-2004
period. Finally, it appears that the analysts in our sample are mainly optimistic about

future stock prices with only 13% of the target prices being below the concurrent price.

3 Target price accuracy and stock price predictability

We show, in this section, that measures of accuracy such as the absolute forecast error
(AFE) are not well-suited to evaluate whether a forecast is better than another or to eval-
uate analysts’ performance. The main reasons why measuring the accuracy is unsuitable
to assess whether a target price is a good or a bad forecast are: (1) forecast errors strongly
depend on stock price predictability (i.e., the difficulty of issuing an accurate target price);

and, (2) the ez-post design of accuracy measures implies a low feedback speed and pre-

4The annualized return for the S&P 500 Composite index for the same period is —1.21%.



vents a correct evaluation of the accuracy when target price revisions occur.> We provide
both empirical and theoretical evidence of the existence of these different issues. We also
show that these issues have an influence when studying the ability of financial analysts to

forecast stock prices and can bias the economic findings.

The most popular measure of forecast accuracy is the absolute forecast error (AFE).
We note, however, that our results also apply to other measures of accuracy. The absolute
forecast error is defined as

Sr— TP,
AFE;; = |T—th|7
S

(1)
where T'P, r is the value of a target price issued at time ¢ with horizon 7', Sy is the stock

price at the end of the forecast horizon and S; is the stock price at the time the target

price was issued.

3.1 Relationship between target price accuracy and stock return

volatility

The stock price (un)predictability corresponds to the difficulty of issuing an accurate target
price. This difficulty is a function of both the stock return volatility and the target price
horizon. As a consequence, there exists a mechanical relationship between target price
accuracy and stock return volatility.® We provide here both empirical and theoretical
evidence that target price accuracy is mechanically influenced by stock return volatility.
Furthermore, we show that this relationship is nonlinear. In the rest of the paper, we use
the Absolute Forecast Error (AFE) measure to evaluate target price accuracy. However,

our results hold if we use different specifications for the accuracy.

Each year, we assign target prices to five quintiles with respect to the volatility of the
underlying stock. For each quintile, we report the average AFE of the target prices in the
quintile. Table 2 provides the average AFE per quintile for the 2000-2010 period. Panel A
reports the results using actual target prices. Panel B provides the average AFE using naive
forecasts. We build the naive forecasts so that the implied stock return (T'P,r — S;) /St of

>The accuracy can be evaluated only at the end of the target price horizon, usually 12 months

6We do not consider here the issue of target price horizon as most studies consider only target prices
with a 12-month horizon. However, it is easy to show that a negative relationship exists between target
price accuracy and forecast horizon.



a 12-month horizon target price is equal to the 12-month risk free rate. We report results
using naive forecasts in order to eliminate the possibility that the relationship between
AFE and stock return volatility ensues entirely from financial analysts being particularly
good at forecasting stock prices for high volatility firms. Our findings indicate a strong
monotonic relationship between stock return volatility and AFE. This result holds both

for actual data and naive forecasts.

In multivariate analyses, a usual way to account for the dependence between two
variables is to incorporate a control variable. However, we show that the solution to use
volatility as a control variable does not apply in our context as the relationship between
AFE and stock return volatility is nonlinear. In order to demonstrate this nonlinearity,

we perform the following regression

10
AFEj; = a+ Zﬁk]-?to'jt + €5, (2)
k=1

where AF'Ej; is the absolute forecast error of a target price on firm j issued at time ¢, o
is the stock return volatility of stock j measured at time ¢ and 1% is an indicator that
takes the value 1 if the stock return volatility o;; belongs to the k-th volatility decile and
0 otherwise.

The idea underlying this regression is the following one. In case of perfect linearity, all
the coefficients [ will take the same value. On the contrary, if the relationship between
AFE and volatility is nonlinear, we will find differences in the values taken by the coeffi-
cients . For instance, if the coefficient 5y decreases (increases) with k, the relationship
between volatility and AFE is concave (convex). Table 3 reports the results of the regres-
sion. The coefficient [, increases with k, indicating that the relationship between AFE
and volatility is nonlinear and convex. We provide, in Appendix A, theoretical evidence

of the nonlinearity of the relationship between AFE and volatility.

This nonlinearity prevents from measuring analysts’ performance with relative measure

of accuracy and prevents from using simple controls such as including the volatility in



multivariate regressions.”

3.2 Target price accuracy and revisions

Target prices are generally issued with a 12-month horizon. However, in practice, analysts
often revise their forecasts before the end of this horizon. The accuracy measures that can
be found in the literature on target prices are ez-post measures. It follows that, when a
revision occurs, the evaluation of the accuracy of the initial target price is problematic.
Bonini et al. (2010) provide an interesting insight on the issue of evaluating accuracy when
forecast revisions occur. When a target price is revised, the two possible approaches to

address the problem are:

(1) to consider the revised target price and the initial target price as being two distinct

forecasts (the accuracy is measured on two partially overlapping periods); and,

(2) to assess the accuracy of the initial target price by adjusting the time horizon and

to consider the revision as a new target price.

To illustrate the issues associated with these two approaches, we provide the following
examples. Assume that an analyst issues the 2"¢ of July 2012 (date t), a 12-month target
price of $50 on Facebook, with the current price at date ¢ being $30. One month later,
the analyst becomes convinced the stock price is overvalued. She revises her forecast and

sets a new 12-month target price at $10 (while the current stock price is $20).

If we consider the first approach, we now have two forecasts on Facebook; the first one
is at $50 starting at the beginning of July 2012, and the second one is at $20 starting at
the beginning of August 2012. As noted by Bonini et al. (2010), there are a number of

problems associated with this approach. Mainly, there is no obvious economic meaning

"The literature on earnings forecasts uses relative measures of accuracy to account for differences in
predictability. That is, the accuracy of a forecast is determined with respect to the accuracy of other
forecasts issued in similar conditions (i.e., forecasts issued on the same firm and during the same period of
time). Clement (1999) proposes to measure the analysts’ performance by comparing the analyst’s absolute
forecast error to the average absolute forecast error of other analysts following the same stock during the
same time period. Hong et al. (2000) propose an alternative way to control for differences in earnings
predictability. For a given firm and a given year, they rank analysts with respect to the absolute forecast
error of their most recent forecast. The rankings are then transformed into scores. In the case of target
prices, relative measures cannot be used because the end of the forecast horizon depends on the issue date
(in addition to the issue of the nonlinearity).



in considering two opposite forecasts. (One forecast is higher than the stock price and
the revised one is lower.) Indeed, if the stock price of Facebook decreases, the analyst
is considered simultaneously inaccurate (on the first target price) and accurate (on the

second target price).

What happens if we follow the second approach? Two successive forecasts are consid-
ered: first, a 1-month forecast with a target price of $50, and second, a 12-month forecast
with a $10 target price. This second approach also has obvious drawbacks. According
to this second approach of target price revisions, the accuracy of the first target price
is measured by considering the first forecast as a 1-month target price of $50. In other
words, this assumption transforms an annualized expected return of 67% when issued with

a 12-month horizon into an monthly expected return of 67%!

This simple example shows that dealing smoothly with revisions is not so easy when
using ex-post measures. We will show, in section 4, that it is possible to remedy the problem
by using the expected value of the absolute forecast error to estimate the accuracy at the

time the revision occurs.

3.3 Persistent differences in accuracy and stock return volatility

We show in this section that the persistence in absolute forecast errors (AFE) found in
previous studies is mechanically caused by persistence in volatility. The relationship be-
tween AFE and stock price predictability implies that analysts covering less volatile stocks
are more accurate. It follows that persistent differences in AFE cannot be interpreted as

a proof of persistent differential abilities.

In this subsection, we define the analyst’s performance as in Bradshaw et al. (forth-
coming) and Bilinski et al. (2013). For a given period |t — 1;t], we evaluate the analyst’s
performance as the average of the AFE of all the target prices she issued during that
period. We are also interested in the volatility of the stocks covered by each analyst. For
each target price issued during the |t — 1; ] period, we calculate the historical stock return
volatility for the 6 months preceding the target price issue date. We then take the average
of the volatilities computed for all the stocks for which the analyst issued target prices

during that period.

Our analysis consists in assigning analysts to five quintiles with respect to their perfor-

10



mance over a measurement period |t—1;¢]. The persistence is then measured by estimating
the performance over the test period conditional on their ranking over the measurement
period. The test period is defined as |t + ;¢ + 6 + 1] where # = 12 months. A lag 6§ = 12
months is added between the measurement period and the test period to insure that the
two periods do not overlap.® We therefore avoid mechanically inducing a positive relation
between current and subsequent analysts’ AFE. Financial analysts exhibit persistent fore-
cast if the most (least) accurate analysts over the measurement period |t — 1;¢] are ranked
in the highest (lowest) quintile for the test period |t + 0;¢ 4+ 6 + 1] and if the difference
between the AFE of quintile 1 and the AFE of quintile 5 is statistically different from zero.

Table 4 presents the results using the target prices in our sample. As our database is
similar to the one of Bradshaw et al. (forthcoming), it is not surprising that we obtain sim-
ilar results. Table 4 indicates that analysts with a lower average AFE in the measurement
period also have a lower average AFE in the test period. When the analysts’ performance
is computed using a quarterly frequency, analysts in the first quintile (last) exhibit an
average AFE of 0.1551 (0.9693) in the measurement period and an average AFE of 0.3322
(0.5779) in the test period. We observe, however, that the stock return volatility is lower
for target prices issued by the analysts in the first quintile. This volatility increases with
the quintiles, both in the measurement period and in the test period. This result indicates
that if we observe persistent differences in AFE, we also observe persistent differences in

volatility.

We want to check if the persistence in volatility causes the persistence in AFE. In
order to do so, we replace the target prices in our data with naive forecasts. We build our
naive forecasts so that the implied stock return (T'P,r — S;) /S: of a 12-month horizon
target price is equal to the 12-month risk free rate. As our new target prices result from
a mechanical rule, observing persistent differences in AFE would imply that accuracy
strongly depends on the stock return volatility. It would follow that the accuracy is
therefore unsuitable to evaluate the ability of financial analysts to forecast future stock

prices.

As can be seen in Table 5, the differences in AFE are persistent even though target

8If the test period was ]t; ¢+ 1], the accuracy of target prices issued at the end of the measurement and
the accuracy of target prices issued at the beginning of the test period would be artificially correlated.
Indeed, if we consider two target prices issued at time ¢ — € (in the measurement period) and ¢t + € (in the
test period), there would be an overlap on the period |t + €;¢ — € 4+ 6]. This autocorrelation would cause
an artificial persistence.

11



prices are issued as a result of a mechanical rule. When the analyst’s performance is
computed using a quarterly frequency, the average AFE ranges from 0.1317 to 0.7614 in
the measurement period. In the test period, we observe a significant difference of 0.1424
between the first and the last quintiles. This result indicates that the analysts who were
the most (least) accurate in the measurement period are still the most (least) accurate
in the test period. We also observe a strong persistence in volatility. Given that we
considered naive forecasts, we can conclude that the persistence in AFE is mainly driven
by the persistence in volatility. It follows from our analysis that the accuracy cannot be

used to evaluate whether analysts exhibit differential skills to forecast future stock prices.

4 Target price forecast quality

4.1 FEx-post measure of target price forecast quality

The ez-post absolute forecast error is equal to |Sp — TP, r| and corresponds to the target
price accuracy. Asshown in the previous section, in order to evaluate whether a target price
is a good or a bad forecast, one needs to take into account the stock price predictability,
which is a function of the stock return volatility and the length of the forecast horizon.
The difficulty of issuing an accurate target price can be evaluated by the expected value of
the absolute forecast error E; [| S — TP, r|]. For a given stock price S = SP and a target
price T'P; r, the expected value of the absolute forecast error E HS{«‘ — TPt,TH on stock A
is higher than the expected value of the absolute forecast error E; HSTB — TPt,TH on stock
B if the stock return volatility of stock A is higher than the stock return volatility of stock
B. Similarly, the expected value of the absolute forecast error of a target price issued with
a longer horizon is higher than the expected value of the absolute forecast error of a target

price issued with a shorter horizon.

We define the target price forecast quality as the difference between the forecast dif-
ficulty, E;[|Sr — TP, rl||, and the forecast accuracy, |Sp — TP, r|. The absolute forecast
error | Sy — TP, r| corresponds to the final payoff of a straddle with a strike price equal to
TP, r, that is, a portfolio containing a call option and a put option on the same underlying
stock; the two options are characterized by the same strike price and the same maturity. A
possible way to estimate the expected value of the absolute forecast error E; [|Sy — T'P, 7]

is therefore to consider the price of the straddle at time ¢ (capitalized until time 7"). We

12



define the ex-post measure of target price forecast quality as follows.

Definition 1 The ez-post forecast quality TPEQ, 1 of a target price TP, p issued at time

t on a stock S, with an horizon equal to T —t, is defined as

TPFQir = E[|St — TP,r|]| — |Sr — TP,.r|
= (Cy+ P) e’ T —(Cp + Py) (3)

where Cy (P;) is the price at time t of a call (put) option on the stock S with maturity
date T' and strike price T'P, .

As we need to compare the forecast quality of target prices issued on stocks with
different price levels, we require the measure of forecast quality to be homogeneous of
degree one (we do not want the stock price level to influence the measure of forecast
quality). This means that we assume the stock price to be equal to 1 at the time the

target price is issued. We write S; = 1 and we adjust the target price TP, ; accordingly.

Assuming that the stock price follows a geometric Brownian motion, the ez-post fore-
cast quality TPFQ, r of a target price issued at time ¢ can be calculated according to the
Black and Scholes (1973) model (see Appendix B).?

4.2 Properties

Our measure is composed of two components: (1) the expected value of the absolute
forecast error (which estimates the difficulty of issuing an accurate target price); and, (2)
the ex-post absolute forecast error (which is the traditional estimation of the accuracy of
a target price). The difficulty of issuing an accurate target price is positively related to
the stock return volatility oy (e.g. it is more difficult to forecast the future price of a stock
with high volatility than to forecast the future price of a stock with low volatility) and to
the length of the forecast horizon T'—t (e.g. the task of issuing an accurate target price
with a 24-month horizon is more difficult than the task of issuing an accurate target price

with a 12-month horizon). Therefore, our measure of forecast difficulty E; [|Sp — TP, r|]

9For simplicity’s sake, we choose to compute the value of the straddle using Black and Scholes (1973)
model. However, our measure of target price forecast quality could be extended to more complex models
of option pricing.

13



must satisfy the two following requirements: (1) it must increase with the stock return

volatility oy; and, (2) it must increase with the length of the forecast horizon T' — t.

Proposition 2 For a given final stock price St and a given target price T'P, 1, the forecast
quality TPF Q1 s an increasing function of the stock return volatility oy and of the length
of the horizon T —t.

We provide a proof for this proposition in Appendix D.

4.3 Target price forecast quality in a dynamic setting

We propose a dynamic setting in which the target price forecast quality can be estimated
at any point in time. The target price forecast quality at time t+7, 7 € [0; T —t] is simply
equal to E;[|S7 — ®;r|] — Evir [|ST — $irl], that is, the price of the straddle at time ¢
(capitalized until time ¢ 4+ 7) minus the price of the straddle at time ¢ + 7.

Definition 3 The forecast quality TPFQy 44, at time t+7, 7 € [0;T — t] of a target price

TP, r issued at time t on a stock S, with an horizon equal to T' —t, is defined as

TPFQi1r = Ei[|Sr — TP r|] — Evyr [|S7 — TP 1]
= (Ct + Pt) e’ — (Ct+T + Pt—I—T) ’ (4)

where Cy (P;) is the price at time t of a call (put) option on the stock S with maturity
date T' and strike price TP, r.

At the time the target price is issued (7 = 0), the target price forecast quality TPFQ;;
is equal to 0. This property translates the idea that at the time the target price is issued,
one does not know yet whether it is a good or a bad forecast. Note that when 7 =T — ¢,

we retrieve the ez-post measure of forecast quality defined in equation 3.

Remark 4 The stock return volatility is set constant for a given forecast. That is, once
a target price is set, we use the stock return volatility at the time the forecast was issued
to evaluate the value of the straddle (that is, to estimate Eyy. [|St — T Pir|]). This same

14



volatility is used until a new target price (revision) is issued. If the volatility was not set
constant, an increase in volatility would mechanically lower the target price forecast quality.
With this methodology, we distinguish between target prices issued on stocks with different
volatilities (cross-section) but the variations of volatility over time do not influence the

target price forecast quality (time-series).

4.4 Target price revisions

In practice, analysts often revise the target prices before the end of the horizon. We
consider the initial forecast and the revision as two separate forecasts. Once a revision
occurs at time t + 7, the first forecast is no longer valid. However, we need to evaluate
the forecast quality of the initial target price over the period |t;t 4+ 7]. It follows from
the previous definition that the forecast quality of the initial target price at time t + 7 is
simply equal to E; [|S7 — TP, r|| — Eiyr [|S7 — TP.7|].

Let us consider the following example. An analyst issues a target price T' P&T at time
t. She then revises her forecast, at time ¢ 4 7, and issues a target price TP? .. The

forecast quality over the period |t; T + 7] is simply equal to
TPFQt,T+r = TPFQt,t+T (TPtl,T, Ut) + TPFQt+r,T+T(TPt2+T,T+T, Ut+r)- (5)

where TPFQ); 14, is the forecast quality, estimated at time ¢ + 7, of the initial target price
TP, r, issued at time ¢ with an horizon equal to T' — t, and TPF Q4,1+, is the forecast
quality, estimated at time 7"+ 7, of the revised target price T'P,1, 7, issued at time ¢ 47
with an horizon equal to (7T'+ 7) — (¢t + 7).

4.5 Illustration of the target price forecast quality measure

To gain a clear understanding of how the forecast quality is computed, in Figure 1, we
present an example of three target prices made on a stock by a given analyst. In this
example, the risk-free rate is equal to 0. A first target price, equal to 45, is issued at time
t1 (while the stock price is equal to 35.76). The second target price (first revision), equal
to 30, is issued at time t5 (while the stock price is equal to 31.88). Finally, at time t3, the

analyst revises her forecast and announces a target price of 33 (while the stock price is
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equal to 49.34).1°

At time t1, we consider the price of a straddle with a strike price equal to 45. The price
of the straddle!! is computed using a 6-month historical volatility of oy, = 0.3905 and is
equal to 0.4091. The price of this straddle is used to evaluate the difficulty of the forecast.
The target price forecast quality over the period |ti;s] is then equal to the value of the
straddle at time ¢; (i.e., the difficulty) minus the value of the straddle at time ¢y (i.e., the
accuracy). The price of the straddle at time ¢, is computed using the stock return volatility
at the issue date t; (o4, = 0.3905). The straddle at time ¢, is worth 0.4249. As a result,
the target price forecast quality for the period |t;;t9] is equal to TPFQy, , = —0.0158.
As can be seen in Figure 1, the target price forecast quality for the period |to;¢3] is equal
to TPFQy,, = —0.2901. It follows that the target price forecast quality for the period
Jt1;t3] is equal to TPFQy, 43 = TPFQy, 4, + TPFQ4, 1, = —0.3059.

For the period |t1;ts], the sensitivity of the forecast quality measure to the stock price
(the delta of the forecast quality) is positive (because the stock price is below the target
price). The target price forecast quality increases when the stock price increases (i.e., gets
closer to the target price) and decreases otherwise. The delta of the target price forecast
quality becomes negative for the period |to;t3] as the target price is below the stock price.
Because the target prices are close to the stock price, the sensitivity to the horizon is

positive.

To illustrate the influence of stock return volatility on target price forecast quality, we
assume in the previous example that the volatility is multiplied by 1.2 (everything else
being equal). Figure 2 shows the forecast quality computed using the real volatility (solid
line) and the forecast quality computed with a volatility set 20% higher (dashed line).
Because the sensitivity of our measure to the volatility is positive, it appears on the graph

that the target price forecast quality is higher when the volatility is higher.

5 Analysts’ abilities to forecast future stock prices

We want to determine whether financial analysts exhibit genuine skills in forecasting future

stock prices. Observing a positive value for the target price forecast quality is not sufficient

10Every forecast has a 12-month horizon.
'Remember that the stock price is normalized to 1.
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to conclude to the existence of forecasting abilities. This positive target price forecast
quality can be the result of skill, luck or simply the fact that by being overly optimistic,
the forecast quality increases when the market rises. A first analysis of the existence
of forecasting skills is to check whether analysts exhibit persistent differential forecast
qualities. As stated by Kahneman (2011): “the diagnostic for the existence of any skill is
the consistency of individual differences in achievement”. We will thus consider an analyst

to be skilled if she manages to consistently beat the other analysts.

5.1 Test of persistent differences in ex-post analysts’ forecast

performance

We have shown that observing persistent differences in forecast errors does not allow us
to make any inference on the existence of differential forecasting abilities. We conduct the
same analysis as before but we use our measure of target price forecast quality instead of the
target price accuracy (AFE) to evaluate analysts’ performance. As our measure of target
price forecast quality takes into account the differences in volatility, a significant persistence
of differences in target price forecast qualities would imply that financial analysts possess
differential abilities to forecast target prices. In order to allow for a direct comparison
with the previous results, we use the ex-post version of our measure (defined in equation
3). For a given period, we define the analyst’s ez-post forecast performance (exAF P) as
the average of the ez-post forecast quality of all the target prices she issued during that
period.

The results in Table 6 show that when using a measure of forecast performance that
accounts for differences in volatility, the persistence vanishes. In the measurement period,
the analysts in the first quintile (i.e., best performance) exhibit an average forecast quality
of 0.3536 while the analysts in the last quintile (i.e., worst performance) exhibit an average
forecast quality of —0.2487. This difference in forecast quality between the first and the
last quintile is not significant anymore in the test period. We obtain this result both for

quarterly and semiannual periods.
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5.2 Test of persistent differences in analysts’ forecast perfor-

mance in a dynamic setting

The main limitation of the ex-post measure of target price forecast quality used in the
previous subsection is that it is necessary to introduce a 12-month lag between the mea-
surement period and the test period. A second limitation is that the target price forecast
quality is evaluated using the stock price at the end of the 12-month horizon. However, in
practice, when a revision occurs the first forecast becomes inactive and only the revision

is taken into account.

Our new measure, when used in a dynamic setting, allows us to consider revisions
and to estimate the variations of analysts’ performance on a daily basis. We introduce a
measure of forecast performance where the analyst’s forecast performance over the period

[t : T] is defined as the sum of her daily forecast performance over this period. We write

T J
1
AFPr =Y (jE (TPFQ,, . —TPFQTJ,,H)> : (6)
r=t+1 j=1

where AF' P, 7 is the analyst’s forecast performance over the period [¢ : T, J is the num-
ber of outstanding target prices (defined by 7; < 7) issued by the analyst and TPFQ);, »

is the forecast quality of the target price issued on stock j at time ;.

Contrary to ex-post measures, the analyst’s forecast performance AF P, p over a period
[t : T] can be measured using only information over this same period.'> This feature
allows us to evaluate the persistence over the short-run; we set the measurement period
on |t — 1;t] and the test period on |t;t + 1] (we do not need anymore to add a lag between
the measurement period and the test period). When using our new measure of analyst’s
forecast performance AF P, we need to restrict the sample period to the 2001-2010 period.
Indeed, for 2000, we do not observe the target prices issued in 1999 which could still be
outstanding. Therefore, we do not have the full portfolio of target prices for the first
year of the sample. These unobserved target prices could influence the analyst’s forecast

performance (AF'P).

The results in Table 7 show that, even over the short run, there are no persistent differ-

12When using ez-post measures, one needs to have information up to 7'+ 12 in order to assess the
analyst’s forecast performance.
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ences in analysts’ forecasting abilities. Using both quarterly and semiannual frequencies,
we do not observe any significant differences, in the test period, between the analysts’
forecast performance AF'P in the first quintile and the analysts’ forecast performance in

the last quintile.

5.3 Robustness check: the impact of learning

One reason why we might not observe any persistent differences in analysts’ forecast per-
formance (AF P) is that financial analysts learn over time and subsequently improve their
forecast quality. If experience influences target price forecast quality, young inexperienced
analysts will be ranked in the lower quintiles when they enter the sample period. They
will then gradually move toward the highest quintiles as they learn and acquire experience.
These agents would therefore add noise to our analysis of persistent differences in analysts’

forecast performance (AFP).

We run the same analysis as above on a restricted sample containing only analysts
with at least two years of experience. We compute, at time ¢, the experience of an analyst
by observing the time ¢ — 7 at which she issued her first target price; the experience is
then simply equal to ¢t — (t — 7) = 7. We restrict the sample period to 2003-2010 in order

to have enough observations for the first period.

The results presented in Table 8 show that a potential learning process cannot explain
the absence of persistent differences in forecast performance. When restricting the sample
to analysts with at least two years of experience, we still do not observe, in the test period,

any significant differences between the first and last quintiles.

5.4 Robustness check: slow adjustment of target prices

Dechow and You (2013) assume that financial analysts might be slow at adjusting their
target prices. One of the reasons for this slow adjustment is that target prices are usually
embedded in analysts’ reports. Because writing a report is a long and difficult task,
financial analysts may not adjust their target prices as often as they should. For example,
if the analyst changes her opinion about the future price of a stock one month after her

initial forecast, she might have to wait for the next report publication to revise her target
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price. This feature might cause the analysts to appear less skilled than they actually are.

In order to test this hypothesis, we restrict the validity of the target prices to a shorter
period of time (e.g. one month). That is, for a given stock and a given target price, we
compute the target price forecast quality only for the first month following the issue date.
In other words, we consider the forecasts to be inactive after one month. We then compute

the analysts’ forecast performance AF P using these short-validity target prices.

We conduct the same analysis as before to test for the existence of differential abilities.
The (unreported) results - using 1 month, 3 months and 6 months for the validity of the

target prices - still indicate that analysts do not exhibit differential forecasting abilities.

5.5 Scoring

An alternative way to check whether some analysts consistently outperform (or under-
perform) their colleagues is to compute the average relative performance over the sample
period. The methodology is the following. Each month, we compute the analysts’ forecast
performance AFP. We then rank the analysts in five quintiles. We define the score of
the analyst as (quintile-1)/4. Thus, the best analysts receive a score of 1 while the worst
analysts receive a score of 0. The analysts ranked in the intermediate quintiles obtain a
score of 0.25, 0.5 or 0.75. As the 2001-2010 period contains 120 months, we have, for each
analyst, up to 120 monthly scores. In order to be able to compare the different scores,
we remove the analysts with less than 24 monthly scores (less than 2 years of activity).
The total number of analysts in the restricted sample is 5,481. Finally, we compute, for
each analyst, the average of her monthly scores. An analyst who always ranks with the
20% best analysts will then have an average score equal to 1. An analyst who oscillates
between the first quintile and the second quintile will have an average score between 0.75

and 1, and so on.

Figure 3 shows the average score of all the financial analysts for whom we were able to
compute at least 24 monthly scores. We observe that only one analyst has a score higher
than 0.75 and none have a score below 0.25. The average score is concentrated around the
value 0.5. The solid curve corresponds to a Gaussian distribution. We observe that the
distribution of the average score is a close fit to the Gaussian distribution. This additional

result confirms our previous findings that financial analysts do not exhibit differential
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abilities to forecast future stock prices.

6 Conclusion

This article sets a new framework for evaluating the forecast quality of target prices issued
by financial analysts. We show that measuring forecast errors (target price accuracy)
is not sufficient to evaluate the quality of target prices. Differences in volatility lead to
different degrees of difficulty (predictability) when forecasting future stock prices. These
differences of difficulty must be incorporated when evaluating the forecast performance of

financial analysts.

Our measure of target price forecast quality is defined as the difference between the
forecast difficulty (the expected value of the absolute forecast error estimated at the issue
date) and the target price accuracy (the realized absolute forecast error). We propose a
way to estimate the expected value of the absolute forecast error. We are then able to

evaluate the forecast difficulty of each target price.

The contributions of our measure are the following. First, our measure accounts for
differences in volatility. Second, it allows us to consider forecasts with different horizons.
Third, our measure is a dynamic measure, meaning that we are able to measure the forecast
quality of a target price at any point in time. As a consequence of this last feature, our
measure also provides a simple and consistent solution to the issue of measuring the forecast
quality of a target price when a revision occurs. In the empirical part of our study, we
show that, when taking into account the issue of the predictability, financial analysts do
not exhibit persistent differential abilities. Our measure of forecast quality is designed to
evaluate target prices. However, this measure could also be used to evaluate the forecast

quality of other types of forecasts (exchange rates, for instance).
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Appendix A

Assuming, as it is common in the financial literature, that stock prices can be modeled as

a Geometric Brownian Motion, we have

log(Sy) ~ A (log(St) + (u - %&) (T—1),02(T - t)) , (1)

where N () is the normal distribution, p is the drift and o is the volatility.

The probability that the stock price ends up inside an interval [b;b,] at the end of a

determined horizon is equal to

o [togi/s)—(u-Le2y 1) log(bu/S1)—(u—Lo?)(T—1)
Pr[log(b;) < log(Sr) < log(b,)] = Pr gy <z< gy

=Prb; <z < b
=@ (b)) — (b)),

where b/ and b are defined by

o _ 108080 = (1= 4oh)T 1

and b = log(b,/S;) — (1 — 50°)(T — t)
D ’ o\/T —1)

where ®() is the cumulative distribution function of a standard Gaussian random variable

and z is a standard Gaussian variable.

The probability of the stock price ending up inside a given interval at the end of
a determined horizon is a nonlinear function of both the volatility and the horizon. It
follows, by extension, that the expected value of the absolute forecast error is a nonlinear

function of both the stock return volatility and the target price horizon.

Appendix B

Assuming that the stock price follows a geometric Brownian motion, the ez-post forecast
quality TPFQ), r of a target price issued at time ¢ can be calculated according to the Black
and Scholes (1973) model as
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TPFQir = e TV [®(dy) — ®(—diy) — TPre T (®(doy) — ®(—day))] — |Sr — TP
=TV 28(dy ) — 1] = TPy [2®(dyy) — 1) — |S7 — TPl
(9)

with

d2,t = dl,t — Oy (T - t), (10)

where ®() is the cumulative distribution function of a standard Gaussian random variable,
t is the time at which the forecast is issued, and o, is the stock return volatility estimated

at time . Remember the assumption S; = 1 which explains the way d; ; is written.

Our approach implies that we do not distinguish between under- and over-achievement.
If we consider two forecasts TP/ = Sy — A and TP}, = Sy + A, we should obtain the

same forecast quality if, at the end of the horizon, we have | Sy — TP}y | = | St — TP%;|.
However, because In( 55: NE ln(StSTtA), this is not the case. In order to solve this issue,

we apply a simple transformation (see Appendix C).

Appendix C

Consider two forecasts TP!y = Sy — A and TP = Sy + A. As we do not distinguish

between under- and over-achievement, we should have ’ST — TP;T| = ’ST — TPEA ==
TPFQ}y = TPFQ} . However, because In(g35) # —In(z55), we have
[C (TP!y) + P, (TPY)] e "D < [C (TP}y) + P, (TP)] e 0. (11)

It follows that TPFQ;, < TPFQ7,. Even though the absolute deviation of the target
price from the stock price S; is the same for both target prices TP&T and T Pt?T, and

the absolute forecast errors |ST -T Ptl,T} and |ST — T'P?;| are the same at the end of the

25



horizon, we do not obtain the same quality for the two forecasts. We apply a simple

transformation to correct this.

As we do not distinguish between under- and over-achievement, the forecast quality
of the target price depends only on the size of the deviation of the stock price from the
target price. We therefore adopt the following convention. When a target price is below
the stock price, we consider the symmetric of the price with respect to the target price.
That is, we set the target price equal to 1 and consider the stock price to be equal to
1+ |St — TP, r|. However, when there is a positive drift ;4 = r > 0, the probability of
reaching a target price of TP, = S; — A’ is lower than the one of reaching a target price
of TP, = S;+ A’. Therefore, we need to consider the symmetric of the price with respect
to the discounted target price. The consequence of defining the stock price as a function
of the discounted target price is that the risk-free rate in the Black-Scholes model is equal
to 0.

Definition 5 We consider the function f which measures the discounted deviation of the

stock price from the target price. We write
f(Sier, TP p,7) = 1+ }St+7 - TPt,Te_T(T_t_T) . (12)
The forecast quality of a target price issued at time t with horizon T — t writes

TPFQip = (Cy+ P) e ™™D — | f(Sp, TP,r,7) — 1|
= " T (f(Sy, TP, 7) [® (drg) —  (—dy)] — [® (doy) — D (—day)])
—|f(Sr, TP, r,7) -1, (13)

with

ST P + (30F) (T )
b (o T—t
d2,t - d17t — Oy (T — t);

where ®() is the Gaussian cumulative distribution function. t is the time at which the
forecast was issued, Cy is the value of the call option at time t, P, is the value of the put
option at time t, oy is the stock return volatility estimated at time t, v is the risk-free rate

and T — t is the horizon of the target price.
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Appendix D

Proposition 6 For a given final stock price St and a given target price T'P, 1, the forecast
quality TPF Q.1 s an increasing function of the stock return volatility oy and of the length
of the horizon T — t.

Proof. Proof For a given final stock price Sy and a given target price T'F, r, the sensitivity

of the forecast quality TPFQ),r to the volatility o; writes

OTPFQur _ [act . apt} =

aO't 80} 3at
= 2" T8\ /(T — )@ (dy,) > 0, (14)
with ®'(z) = \/%76_%. For a given final stock price Sr and a given target price T'P, r, the

sensitivity of the forecast quality T'PF'Q);r to the horizon T' — t writes

OTPFQur [ 0C . 0OR

r(T—t) r(T—t)
T 1) DRI e +re (Cy+ P). (15)

The sensitivity of a straddle to the maturity 7" — t writes

3C't 3Pt . / adl,t
g Tam—p P hdgr Iy
od
_ G_T(T_t)TPt7T®(d27t)a<T—2;tt)
! adl,t
+ St(I) ( st)m
, ad
+ e_T(T_t)TPt,T(b (dQ’t)a(T—Qitt)
g
= S, @' (d
\/T——t t ( l,t)
+ T@t7T€_T(T_t) [¢(d2,t) — (p(_dQ,t)] s (16)

M)

with ®'(x) = \/%e_%.

The sensitivity of a call option to the maturity T'—t is always positive. The sensitivity

of a put option to the maturity T — ¢ is also positive except when the option is deep in
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the money. The transformation we apply (see Appendix C) implies that the put option is
never in the money. Thus, the sensitivity of the straddle to the horizon T — t is always
positive. We then have

OTPF Q1 oC, 0P,

= r(T—t) r(T—t)
o7 -1 |am—n Tamr—p|¢ tre TGHR)=00 (1)
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Figure 1
An illustration of the properties of target price forecast quality
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Figure 2
The influence of stock return volatility on target price forecast quality
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Figure 3
Average score of analysts’ forecast performance (AF P) over the 2001-2010 period
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Notes. This figure presents the histogram of the average score of 5,481 analysts over the 2001-2010 period. We include an
analyst in the sample only if we can compute at least 24 monthly observations for the analysts’ forecast performance (AF P).
Each month, the analysts are ranked in five quintiles with respect to their performance AFP. The monthly score is then
computed as (quintile-1)/4. The average score corresponds to the mean of the monthly scores over the sample period.
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Table 1
Descriptive statistics

Number of Number of Number of analysts Number of stocks
forecasts active covering a stock covered per analyst
analysts
Mean Median Max Mean Median Max
2000 36,825 - - - - - - -
2001 44,178 4,466 6.30 4 50 6.38 4 213
2002 48,756 4,611 7.10 5 50 6.31 4 183
2003 51,263 4,342 7.22 5 55 6.61 4 102
2004 54,863 3,773 6.54 4 44 7.16 5 64
2005 56,291 3,731 6.67 5 51 7.72 6 76
2006 59,952 3,800 6.82 5 45 7.97 6 87
2007 65,377 3,768 7.00 5 46 8.42 7 100
2008 77,281 3,829 7.53 6 46 8.59 7 92
2009 75,275 3,833 8.00 6 50 8.48 7 81
2010 79,410 3,908 8.69 6 59 8.47 7 79

Notes. The sample consists in a total of 649,471 target prices made by 9,367 analysts (583 brokers) on 7,268 U.S. stocks for
the 2000-2010 period. The first column indicates the number of target prices issued each year. The second column shows the
number of active analysts. The three following columns report the average, median and maximum number of active analysts
per stock. The remaining columns indicate the average, median and maximum number of stocks covered per analyst. The
statistics for 2000 are not reported as the target prices issued in 1999 and still active in 2000 cannot be observed.
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Table 3

Nonlinear relationship between volatility and absolute forecast errors (AFE)

Absolute forecast errors

k-th decile= lé?tajt Coefficient (8;) Standard error t-statistic p-value
1st decile (Low volatility) 0.2311%*** 0.060756 3.80 0.000
2nd decile 0.4129*** 0.045587 9.06 0.000
3rd decile 0.4824*** 0.038026 12.69 0.000
4th decile 0.5361%** 0.032872 16.31 0.000
5th decile 0.5850%** 0.028770 20.33 0.000
6th decile 0.5979*** 0.025255 23.67 0.000
7th decile 0.5990%** 0.022002 27.22 0.000
8th decile 0.6059*** 0.018644 32.50 0.000
9th decile 0.6136*** 0.015021 40.85 0.000
10th decile (High volatility) 0.6395%+* 0.010952 58.39 0.000
Number of observations 604,677

R-squared 0.1893

Notes. This table shows the coefficient estimates (Coefficients) from the following OLS regression
10
AFEj =a+ Y Belfoj+ e, (18)

where AFEj; is the absolute forecast error of a target price on firm j issued by any analyst at time ¢, o;; is the stock

k=1

return volatility of stock 7 measured at time t and 1;% is an indicator that takes the value 1 if the stock return volatility o
belongs to the k-th volatility decile and 0 otherwise. We denote the variable I?to'jt as the k-th decile. ***/**/* correspond
to 1%/5%/10% significance levels. P-values are computed using robust standard errors.
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Table 4

Persistent differences in absolute forecast errors (AFE)

Performance quintile
(measurement period)

1 (Best)
2
3
4
5 (Worst)
Diff (5-1)
Mean t-test

Performance quintile
(measurement period)
1 (Best)

2
3
4
5 (Worst)
Diff (5-1)
Mean t-test

Panel A: Quarterly period

Number of

Measurement period |t — 1;¢]

Test period Jt;t + 6 + 1]

Analysts’ performance

Volatility of

Analysts’ performance

Volatility of

observations (average AFE) stocks covered (average AFE) stocks covered
11,083 0.1551 0.3870 0.3322 0.3720
11,079 0.2847 0.4364 0.3654 0.4161
11,085 0.4026 0.4919 0.4108 0.4673
11,079 0.5627 0.5720 0.4838 0.5284
11,083 0.9693 0.6850 0.5779 0.5973
0.8143 0.2980 0.2456 0.2253

17.7540%*** 11.0277%** 12.5456*** 12.6069***

Panel B: Semiannual period

Number of

Measurement period |t — 1;¢]

Test period |t;t + 6 + 1]

Analysts’ performance

Volatility of

Analysts’ performance

Volatility of

observations (average AFE) stocks covered (average AFE) stocks covered
6,258 0.1713 0.3747 0.3266 0.3653
6,260 0.2992 0.4291 0.3672 0.4102
6,256 0.4128 0.4924 0.4116 0.4648
6,260 0.5662 0.5729 0.4847 0.5217
6,258 0.9559 0.6876 0.5758 0.5897
0.7847 0.3128 0.2491 0.2244

12.6568*** 8.1821%** 10.5185%** 10.6874%**

Notes. This table reports the analysts’ performance in the test period |¢;t + 6 + 1] conditional on their performance in the
measurement period |t — 1;¢]. 6 is a 12-month lag which ensures independence in prices (the measurement and the test
periods are not overlapping). The analyst’s performance is measured, for a given period, as the average of the absolute
forecast errors (AFE) on all the target prices she issued during that period. The measurement periods are quarterly (Panel
A) and semiannual (Panel B). We rank analysts in 5 quintiles based on their performance in the measurement period and
we obtain the corresponding performance in the test period. We also report the volatility of the stocks covered, computed
as the average of the 6-month historical stock return volatilities on all the target prices issued by the analyst during the
period under consideration. Conditional on the ranking made during the measurement period |t — 1;¢], we report, for the
test period [t;t + 6 + 1], both the analysts’ performance and the volatility of the stocks covered. The statistical significance
of the difference across top and bottom quintiles is computed using a t-test. ***/** /* represent significance at the 0.01, 0.05

and 0.1 level.
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Table 5

Persistent differences in absolute forecast errors (AF E) using naive forecasts

Performance quintile
(measurement period)

1 (Best)
2
3
4
5 (Worst)
Diff (5-1)
Mean t-test

Performance quintile
(measurement period)
1 (Best)

2
3
4
5 (Worst)
Diff (5-1)
Mean t-test

Panel A: Quarterly period

Number of
observations

Measurement period |t — 1;¢]

Test period Jt;t + 6 + 1]

Analysts’ performance
(average AFE)

Volatility of
stocks covered

Analysts’ performance
(average AFE)

Volatility of
stocks covered

11,083
11,079
11,085
11,079
11,083

0.1317
0.2422
0.3357
0.4550
0.7614

0.6297
16.3544%***

0.4044
0.4445
0.4988
0.5673
0.6573

0.2529
9.9624***

0.3057
0.3254
0.3564
0.3975
0.4481

0.1424
6.9959%**

Panel B: Semiannual period

0.3845
0.4199
0.4678
0.5219
0.5870

0.2025
11.8540%**

Number of

Measurement period |t — 1;t]

Test period [t;t + 6 + 1]

Analysts’ performance

Volatility of

Analysts’ performance

Volatility of

observations (average AFE) stocks covered (average AFE) stocks covered
6,258 0.1465 0.3908 0.3033 0.3756
6,260 0.2554 0.4386 0.3319 0.4180
6,256 0.3434 0.4944 0.3603 0.4609
6,260 0.4567 0.5720 0.3964 0.5192
6,258 0.7507 0.6609 0.4475 0.5779
0.6042 0.2701 0.1442 0.2022

12.2240%** 7.3593%** 6.2430%** 9.4990%**

Notes. This table presents the analysts’ performance in the test period ]¢;¢ + 6 + 1] conditional on their performance in the
measurement period |¢—1;¢]. 6 is a 12-month lag which insures independence in prices (the measurement and the test periods
are not overlapping). The analyst’s performance is measured, for a given period, as the average of the absolute forecast
errors (AFE) on all the target prices she issued during that period. The measurement periods are quarterly (Panel A) and
semiannual (Panel B). This analysis uses naive forecasts instead of the actual target prices. That is, analysts systematically
issue target prices with an implied return equal to the risk-free interest rate. We rank analysts in 5 quintiles based on their
performance in the measurement period and we obtain the corresponding performance in the test period. We also report
the volatility of the stocks covered, computed as the average of the 6-month historical stock return volatilities on all the
target prices issued by the analyst during the period under consideration. Conditional on the ranking made during the
measurement period |t — 1;t], we report, for the test period |¢;¢ 4 6 4 1], both the analysts’ performance and the volatility of
the stocks covered. The statistical significance of the difference across top and bottom quintiles is computed using a t-test.

represent significance at the 0.01, 0.05 and 0.1 level.
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Table 6
Test of forecasting abilities using the ex-post measure of target price forecast quality

Panel A: Quarterly period

Measurement period ]t — 1;¢] Test period t;t + 6 + 1]

Analysts’ ez-post Analysts’ ex-post

Performance quintile Number of forecast performan Volatility of forecast performan Volatility of
(measurement period) observations orecast perlormance stocks covered orecast periormance stocks covered
(exAFP) (exAFP)
1 (Best) 11,082 0.3536 0.6222 0.0716 0.4967
2 11,079 0.1700 0.5000 0.0637 0.4470
3 11,082 0.0819 0.4588 0.0585 0.4385
4 11,079 —0.0122 0.4647 0.0578 0.4634
5 (Worst) 11,082 —0.2487 0.5148 0.0651 0.5231
Diff (5-1) —0.6023 —0.1075 —0.0065 0.0264
Mean t-test —20.2776%** —6.3892%** —0.9256 1.7703*
Panel B: Semiannual period
Measurement period ]t — 1;¢] Test period |t; ¢t + 6 + 1]
Performance quintile Number of f l‘knalzsts Ifz’pUSt Volatility of P Anal}tzsts’ few—post Volatility of
(measurement period) observations orecast perlormance stocks covered orecast perlormance stocks covered
(ex AFP) (ex AFP)
1 (Best) 6,257 0.3268 0.6095 0.0651 0.4905
2 6,260 0.1560 0.4961 0.0614 0.4402
3 6,254 0.0762 0.4613 0.0551 0.4358
4 6,260 —0.0086 0.4660 0.0577 0.4585
5 (Worst) 6,257 —0.2292 0.5131 0.0633 0.5149
Diff (5-1) —0.5561 —0.0963 —0.0018 0.0244
Mean t-test —14.5024%%* —4.1288*** —0.2123 1.2637

Notes. This table presents the analysts’ ez-post forecast performance ex AF'P in the test period |t;t + 6 + 1] conditional on
their forecast performance in the measurement period J¢ —1;¢]. 6 is a 12-month lag which ensures independence in prices (the
measurement and the test periods are not overlapping). The analyst’s ex-post forecast performance ex AFP is measured,
for a given period, as the average of the ex-post target price forecast quality on all the target prices she issued during that
period. The ex-post target price forecast quality is measured as the expected value of the absolute forecast error estimated
at the time the target price is issued minus the realized absolute forecast error measured at the end of the 12-month horizon.
In this set-up, we consider a revision as a new and independent forecast. The measurement periods are quarterly (Panel
A) and semiannual (Panel B). We rank analysts in 5 quintiles based on their ez-post forecast performance ezAFP in the
measurement period and we obtain the corresponding forecast performance in the test period. We also report the volatility
of the stocks covered, computed as the average of the 6-month historical stock return volatilities on all the target prices
issued by the analyst during the period under consideration. Conditional on the ranking made during the measurement
period |t — 1;t], we report, for the test period |t; ¢ 4 0 4 1], both the analysts’ ez-post forecast performance ex AF'P and the
volatility of the stocks covered. The statistical significance of the difference across top and bottom quintiles is computed
using a t-test. ***/**/* represent significance at the 0.01, 0.05 and 0.1 level.
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Table 7

Test of forecasting abilities in a dynamic setting

Performance quintile
(measurement period)

1 (Best)
2
3
4
5 (Worst)
Diff (5-1)
Mean t-test

Performance quintile
(measurement period)

1 (Best)
2
3
4
5 (Worst)
Diff (5-1)
Mean t-test

Panel A: Quarterly period

Number of

Measurement period ]t — 1;¢]

Test period ]t;t + 6 + 1]

Analysts’ forecast

Analysts’ forecast

observations performance (AFP) performance (AF P)
21,684 0.1312 0.0207
21,687 0.0551 0.0200
21,680 0.0211 0.0188
21,687 —0.0135 0.0196
21,684 —0.1043 0.0149

—0.2355 —0.0059
—17.0704%** —0.5806

Panel B: Semiannual period

Number of

Measurement period |t — 1;¢]

Test period |t;t + 6 + 1]

Analysts’ forecast

Analysts’ forecast

observations performance (AFP) performance (AF P)
9,251 0.1904 0.0414
9,249 0.0853 0.0387
9,250 0.0395 0.0334
9,249 —0.0071 0.0306
9,251 —0.1326 0.0223

—0.3230 —0.0191
—12.6962%** —1.3708

Notes. This table reports the analysts’ forecast performance AF P in the test period ]¢;t + 1] conditional on their forecast
performance in the measurement period |t —1;¢]. The analyst’s forecast performance (AF P), for a given period, is defined as
the sum of the target price forecast quality T'PF'Q on all her outstanding target prices during that period. The measurement
periods are quarterly (Panel A) and semiannual (Panel B). We rank the analysts in 5 quintiles based on their forecast
performance in the measurement period and we obtain the corresponding forecast performance in the test period. In order
to be included in the analysis, an analyst must have an active target price for at least 80 percent of the days in the
sample period. Conditional on the ranking made during the measurement period |t — 1;¢], we report the analyst’s forecast
performance AF P for the test period |¢; ¢ + 1]. The statistical significance of the difference across top and bottom quintiles

is computed using a t-test. ***/** /* represent significance at the 0.01, 0.05 and 0.1 level.
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Table 8

Impact of learning and forecasting abilities

Performance quintile
(measurement period)

1 (Best)
2
3
4
5 (Worst)
Diff (5-1)

Mean t-test

Performance quintile
(measurement period)

1 (Best)
2
3
4
5 (Worst)
Diff (5-1)

Mean t-test

Panel A: Quarterly period

Number of

Measurement period |t — 1;¢]

Test period |¢;t + 6 + 1]

Analysts’ forecast

Analysts’ forecast

observations performance (AFP) performance (AF P)
4,246 0.1136 0.0155
4,241 0.0451 0.0167
4,245 0.0168 0.0134
4,241 —0.0124 0.0128
4,246 —0.0953 0.0147

—0.2090 —0.0008
—14.9959%** —0.3498

Panel B: Semiannual period

Number of

Measurement period |t — 1;¢]

Test period |¢;t + 6 + 1]

Analysts’ forecast

Analysts’ forecast

observations performance (AFP) performance (AFP)

1,761 0.1602 0.0293
1,763 0.0678 0.0267
1,764 0.0246 0.0249
1,763 —0.0173 0.0299
1,761 —0.1426 0.0267

—0.3028 —0.0026

—10.4057*** —0.5724

Notes. This table reports the analysts’ forecast performance AFP in the test period ]t;¢ + 1] conditional their forecast
performance in the measurement period |t — 1;¢]. The analyst’s forecast performance (AFP), for a given period, is defined
as the sum of the target price forecast quality T'PF'Q on all her outstanding target prices during that period. We restrict the
sample to the analysts who have at least two years of experience. The sample period is 2003-2010. The measurement periods
are quarterly (Panel A) and semiannual (Panel B). We rank the analysts in 5 quintiles based on their forecast performance in
the measurement period and we obtain the corresponding forecast performance in the test period. In order to be included in
the analysis, an analyst must have an active target price for at least 80 percent of the days in the sample period. Conditional
on the ranking made during the measurement period |t — 1;t], we report the analyst’s forecast performance AF'P for the
test period ]¢; ¢+ 1]. The statistical significance of the difference across top and bottom quintiles is computed using a t-test.

represent significance at the 0.01, 0.05 and 0.1 level.
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